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ABSTRACT

This paper examines the importance of using nonlinear methods to capture the zero lower

bound (ZLB) on the Fed’s policy rate. While it may seem obvious to impose the ZLB, ex-ante it

is unclear how large of an effect the ZLB has on parameter estimates, since it was only hit once

in recent history. The parameters and marginal likelihoods from a linear and nonlinear model

are similar, but the linear model does not fit the data as well and predicts counterfactually large

policy shocks when the Fed is constrained. A quasi-linear model performs better than a linear

model but it still generates less volatility at the ZLB and is not as conducive to estimation.

When we add a banking sector to create an interest rate spread, the ZLB is even more important.
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1 INTRODUCTION

Of central importance to current and future work on monetary policy is the question of how to deal

with the zero lower bound (ZLB) on the nominal interest rate. Recent work has used a variety of

models, solution methods, and estimation procedures that range from ignoring the ZLB constraint

to estimating a fully nonlinear model that imposes the ZLB constraint. While it may seem obvious

that it is important to account for the ZLB constraint, ex-ante it is unclear how large of an effect

the constraint has on the posterior estimates, given that the ZLB was only hit once since the Great

Depression and estimates of the notional rate show the Fed was only constrained for a short period.

This paper conducts several exercises to study the importance of the ZLB constraint. We first

compare the estimates from three versions of a small-scale New Keynesian model: (1) a nonlinear

model with an occasionally binding ZLB constraint; (2) a constrained linear model that imposes

the constraint in the filter but not the solution; and (3) an unconstrained linear model. We estimate

each model with U.S. data using a Metropolis-Hastings algorithm and particle filter to evaluate

the model likelihood. Model 1 is our benchmark model because it is the most comprehensive in

its treatment of the constraint. In that model, households’ expectations account for the possibility

of going to and leaving the ZLB, which depend on the state of the economy and future shocks.

The drawback with this model is that it is costly to evaluate the likelihood function. In Model 2,

households do not account for the ZLB in their decision rules, but it is imposed in simulations of the

model to prevent negative realizations of the policy rate. By ignoring the effects of the constraint

on households’ decisions, it is easy to solve the model with linear methods, which makes it much

quicker to estimate. Model 3 ignores the ZLB constraint when solving and simulating the model.

Interestingly, the posterior distributions and marginal likelihoods from the nonlinear and con-

strained linear models are similar, but important differences arise in their predictions at the ZLB.

The nonlinear model has a higher likelihood in periods when the Fed is constrained and primarily

attributes the ZLB to a reduction in demand due to discount factor shocks. In both linear models,

large contractionary monetary policy shocks are also needed to explain data in the ZLB period,

which is at odds with the Fed’s policy during the Great Recession.1 A comparison of the posterior

predictive distributions shows the three models match the data equally well in the pre-ZLB period.

In the ZLB period, however, the nonlinear model predicts higher output volatility and negative

skewness in output and inflation, two key features of the data when the Fed was constrained. In

contrast, neither of the linear models predict a change in volatility or skewness in the ZLB period.

The nonlinear solution provides the most accurate way to characterize the dynamics just before

and after the ZLB binds, but it is computationally expensive. An alternative solution developed by

Guerrieri and Iacoviello (2015) is based on a quasi-linear version of the nonlinear model, where the

constraint binds in one regime and is slack in the other regime. The benefit of this method is that it

is as fast as linear methods that ignore the ZLB constraint. The authors also developed a toolbox

called OccBin that is compatible with Dynare and easy to use. Unfortunately, those advantages

come with two key drawbacks. First, households do not account for the expectational effects of

going to the ZLB in their decisions, which causes households to act as if the constraint will never

1Other papers that estimate unconstrained linear models obtain similar results. For example, Ireland (2011) com-

pares the shocks that caused the 1991, 2001, and 2007-2009 recessions using maximum likelihood estimates from an

unconstrained, small-scale, linear New Keynesian model. In contrast with the previous two recessions, he finds the

most recent recession was plagued by large monetary policy shocks. Suh and Walker (2016) use Bayesian methods to

estimate an unconstrained, medium-scale, linear New Keynesian model with financial frictions. They find monetary

policy shocks played a major role in explaining changes in consumption and investment during the Great Recession.
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bind even if it is likely to bind in the near future. It also lowers the frequency of ZLB events, so

households’ decisions are less sensitive to the constraint. Second, the economy must return to the

regime where the ZLB is slack when simulating the model, which makes it prohibitively expensive

to estimate the model with a particle filter. As an alternative, Guerrieri and Iacoviello (2016) follow

Fair and Taylor (1983) and use a deterministic filter that solves for the shocks that best match the

data each period. The filter is fast and it admits a closed-form solution for the likelihood function.

We compare the impulse responses and filtered shocks from our nonlinear solution to the quasi-

linear solution based on OccBin and then compare the deterministic filter to the particle filter. The

quasi-linear model captures the increased volatility at the ZLB better than the linear model, but it

does not generate as much endogenous volatility as the nonlinear model. The quasi-linear model

also requires larger shocks than the nonlinear model to explain the start of the ZLB period, just

like the linear models. To test the accuracy of the deterministic filter against the particle filter,

we estimate our unconstrained linear model with a Kalman filter, since it is optimal for linear

systems. We find the particle filter produces nearly identical parameter estimates as the Kalman

filter when the two filters have the same measurement error variance. In contrast, the deterministic

filter produces parameter estimates that are outside the credible sets implied by the Kalman filter.

We conclude our analysis by extending our model to include additional states, shocks, and

observables by adding a banking sector following Cúrdia and Woodford (2010). A banking sector

is an appealing extension because it creates a spread between the policy and loan rates. We find

larger differences between the linear and nonlinear posterior estimates and the nonlinear model

has a much higher data density. Also, the differences between the impulse responses and filtered

shocks are larger when comparing the nonlinear model to the linear and quasi-linear models. It

stands to reason that even larger differences would arise in more complicated models, which is

significant since unconstrained linear models are widely used by central banks for policy analysis.

There is a small literature that compares the various ways of dealing with the ZLB constraint. A

few papers examine the impact of the solution method in a calibrated model [Boneva et al. (2016);

Fernández-Villaverde et al. (2015); Gavin et al. (2015); Nakata (2012)]. Those papers compare the

policy functions and impulse responses across a variety of solution methods, but it is hard to assess

their quantitative importance without taking the models to the data. Using artificial data from a

linear New Keynesian model that uses news shocks to impose the ZLB, Hirose and Inoue (2016)

find that ignoring the ZLB biases the parameter estimates as the frequency and duration of ZLB

events increases. While artificial data provides a controlled environment to study the importance of

the ZLB constraint, we believe it is more beneficial to use real data due to the severity of the Great

Recession and the lengthy period at the ZLB. Unless artificial data is constructed so it is similar to

actual data, any conclusions would not necessarily apply to what happened in the economy. Gust

et al. (2016) estimate a nonlinear model with U.S. data to show the empirical implications of the

ZLB constraint. They stress the importance of using nonlinear estimation techniques by comparing

the posterior distributions and impulse responses from analogous linear and nonlinear models. We

build on their work by providing a detailed account of the shocks that kept the economy at the ZLB

and showing how well the linear, quasi-linear, and nonlinear models fit the data in the ZLB period.

The paper proceeds as follows. Section 2 describes our model. Section 3 outlines our solution

and estimation procedures. Section 4 shows the differences between the nonlinear and linear mod-

els by comparing the posterior distributions and filtered paths. Section 5 compares the dynamics

from our nonlinear model to the quasi-linear model with OccBin. Section 6 adds a banking sector

to our model and compares the nonlinear, linear, and quasi-linear solutions. Section 7 concludes.
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2 STRUCTURAL MODEL

This section lays out a small-scale New Keynesian model with two endogenous state variables and

three shocks. We estimate three versions of the model: (1) the nonlinear version, which imposes

the ZLB constraint; (2) a linear analogue of the nonlinear model, which includes the constraint in

the filter but not the solution; and (3) a linear analogue that completely removes the ZLB constraint.

2.1 HOUSEHOLDS A representative household chooses {ct, nt, bt}
∞

t=0 to maximize expected

lifetime utility, E0

∑
∞

t=0 β̃t[log(ct − hcat−1) − χn1+η
t /(1 + η)], where χ > 0, 1/η is the Frisch

elasticity of labor supply, c is consumption, ca is aggregate consumption, h is the degree of external

habit persistence, n is labor hours, b is the real value of a privately-issued 1-period nominal bond,

E0 is an expectation operator conditional on information in period 0, β̃0 ≡ 1, and β̃t =
∏t>0

j=1 βj .
To introduce fluctuations in the real interest rate, the discount factor, β, is time-varying and follows

log βt = (1− ρβ) log β̄ + ρβ log βt−1 + συυt, 0 ≤ ρβ < 1, υ ∼ N(0, 1), (1)

where β̄ is the discount factor along the balanced growth path. The choices are constrained by

ct+ bt = wtnt+ it−1bt−1/πt+dt, where π is the gross inflation rate, w is the real wage rate, i is the

gross nominal interest rate, and d is a real dividend. The household’s optimality conditions imply

wt = χnηt (ct − hcat−1),

1 = itEt[qt,t+1/πt+1],

where qt,t+1 ≡ βt+1(ct − hcat−1)/(ct+1 − hcat ) is the pricing kernel between periods t and t + 1.

2.2 FIRMS The production sector consists of a continuum of monopolistically competitive in-

termediate goods firms owned by households and a final goods firm. Intermediate firm f ∈ [0, 1]
produces a differentiated good, yt(f), according to yt(f) = ztnt(f), where n(f) is the labor hired

by firm f and zt = gtzt−1 is technology. The deviations from the balanced growth rate, ḡ, follow

log gt = (1− ρg) log ḡ + ρg log gt−1 + σεεt, 0 ≤ ρg < 1, ε ∼ N(0, 1). (2)

The final goods firm purchases yt(f) units from each intermediate firm to produce the final

good, yt ≡ [
∫ 1

0
yt(f)

(θ−1)/θdf ]θ/(θ−1), according to a Dixit and Stiglitz (1977) aggregator, where

θ > 1 measures the elasticity of substitution between the goods. It then maximizes dividends

to determine its demand function for intermediate good f , yt(f) = (pt(f)/pt)
−θyt, where pt =

[
∫ 1

0
pt(f)

1−θdf ]1/(1−θ) is the price level. Following Rotemberg (1982), each intermediate firm pays

a cost to adjust its price level, adjt(f) ≡ ϕ[pt(f)/(π̄pt−1(f)) − 1]2yt/2, where ϕ > 0 scales the

size of the cost and π̄ is the gross inflation rate along the balanced growth path. Therefore, firm f
chooses nt(f) and pt(f) to maximize the expected discounted present value of future dividends,

Et
∑

∞

k=t qt,kdk(f), subject to its production function and the demand for its product, where qt,t ≡

1, qt,k ≡
∏k>t

j=t+1 qj−1,j , and dt(f) = pt(f)yt(f)/pt−wtnt(f)−adjt(f). In symmetric equilibrium,

all firms make identical decisions (pt(f) = pt and nt(f) = nt), so the optimality conditions imply

ϕ(π̂t − 1)π̂t = 1− θ + θ(wt/zt) + ϕEt[qt,t+1(π̂t+1 − 1)π̂t+1(yt+1/yt)],

where π̂t ≡ πt/π̄. When ϕ = 0, wt/zt = (θ−1)/θ, which is the inverse of the gross price markup.
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2.3 MONETARY POLICY The central bank sets the gross nominal interest rate according to

it = max{
¯
ı, i∗t}, i

∗

t = (i∗t−1)
ρi (̄ıπ̂φπt (ct/(ḡct−1))

φc)1−ρi exp(σννt), 0 ≤ ρi < 1, ν ∼ N(0, 1),

where
¯
ı is the lower bound, i∗ is the notional rate, φπ and φc are the responses to deviations of

inflation from target and deviations of consumption growth from the balanced growth rate, and ı̄
and π̄ are inflation and interest rate targets, which equal the values along the balanced growth path.

The treatment of the ZLB constraint will influence the estimated monetary policy shocks that

explain the data. It is important to note that policy shocks affect the notional rate, not the nominal

rate. In the nonlinear model, a positive policy shock at the ZLB leads to a higher notional rate

and, due to smoothing, higher than expected future notional rates, which can exceed the ZLB.

That shock causes a decrease in current real GDP growth and inflation, which affects the model

likelihood. In the linear models, monetary policy shocks have similar effects on real GDP growth

and inflation regardless of the notional rate. If the ZLB is imposed in the filter, then the filter is

able to distinguish between the notional and nominal rates. In other words, if the ZLB binds in

the data and the model predicts a negative notional rate, then the filter may be able to match the

prediction to the data without requiring a positive policy shock to explain the difference, although

other factors may still lead to alternative sequences of shocks. The unconstrained linear model,

however, cannot distinguish between the two rates. In that case, if the model predicts a negative

nominal rate, positive policy shocks are required to make the nominal rate consistent with the data.

2.4 COMPETITIVE EQUILIBRIUM To make the model stationary, we redefine all of the variables

that grow in terms of technology (i.e., x̃t ≡ xt/zt). The detrended equilibrium system consists of

λ̃t = c̃t − hc̃t−1/gt, (3)

w̃t = χỹηt λ̃t, (4)

1 = itEt[βt+1(λ̃t/λ̃t+1)(1/(gt+1π̄π̂t+1))], (5)

i∗t = (i∗t−1)
ρi (̄ıπ̂φπt (gtc̃t/(ḡc̃t−1))

φc)1−ρi exp(σννt), (6)

c̃t = [1− ϕ(π̂t − 1)2/2]ỹt, (7)

ϕ(π̂t − 1)π̂t = (1− θ) + θw̃t + ϕEt[βt+1(λ̃t/λ̃t+1)(π̂t+1 − 1)π̂t+1(ỹt+1/ỹt)], (8)

the ZLB constraint, and the stochastic processes, which impose the bond market clearing condition,

bt = 0, and the aggregation rule, c̃t = c̃at . A competitive equilibrium includes sequences of quanti-

ties, {λ̃t, c̃t, ỹt}
∞

t=0, prices, {wt, it, i
∗

t , π̂t}
∞

t=0, and exogenous variables, {βt, gt}
∞

t=0, that satisfy the

detrended system, given the initial conditions, {c̃−1, i
∗

−1, β0, g0, ν0}, and the shocks, {εt, υt, νt}
∞

t=1.

3 SOLUTION METHODS AND ESTIMATION PROCEDURE

This section concisely describes our solution methods and outlines the estimation procedure ap-

plied to all three models. See Plante et al. (2016) for a more detailed description of both algorithms.

3.1 SOLUTION METHODS We first solve the log-linear version of our nonlinear model with

Sims’s (2002) algorithm. Using that solution as an initial conjecture, we then solve the nonlinear

model with the policy function iteration algorithm described in Richter et al. (2014), which is based

on the theoretical work on monotone operators in Coleman (1991). Each iteration, we minimize the
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Euler equation errors on every node in the discretized state space. We then compute the maximum

distance between the policy functions on any node and continue iterating until that distance falls

below the tolerance criterion. We approximate the exogenous processes with an N-state Markov

chain following Rouwenhorst (1995) and use piecewise linear interpolation to calculate the future

policy functions. The Rouwenhorst method is more accurate and much faster than quadrature

methods since we only have to interpolate along the dimensions of the endogenous state variables.

Steady-State Discount Factor β̄ 0.9987 Real GDP Growth Rate Measurement Error SD σme,ŷ 0.00190
Frisch Elasticity of Labor Supply 1/η 3 Inflation Rate Measurement Error SD σme,π 0.00077
Elasticity of Substitution between Goods θ 6 Federal Funds Rate Measurement Error SD σme,i 0.00210
Steady-State Labor n̄ 0.33 Number of Particles Np 40,000
Nominal Interest Rate Lower Bound

¯
ı 1.00035 Number of Posterior Draws Nd 100,000

Table 1: Calibrated parameters for the model and estimation procedure.

3.2 ESTIMATION PROCEDURE We estimate our models with quarterly data on per capita real

GDP (RGDP/CNP ), the GDP deflator (DEF ), and the federal funds rate (FFR) from 1986Q1
to 2015Q4. Our sources are provided in Plante et al. (2016). The vector of observables is given by

x̂
data ≡ [log(RGDPt/CNPt)− log(RGDPt−1/CNPt−1), log(DEFt/DEFt−1), log(1 + FFRt/100)/4].

We calibrate five parameters that are not well-informed by our data (table 1). The discount factor

along the balanced growth path, β̄, is set to 0.9987, which equals (1/T )
∑T

t=1(1 + Gt/400)(1 +
Πt)/(1 + FFRt/100)

1/4 where T is the sample size, Gk is the annual utilization-adjusted growth

rate of technology from Fernald (2015) and Πk = log(DEFk/DEFk−1). The leisure preference

parameter, χ, is set so steady-state labor equals 1/3 of the available time. The elasticity of substi-

tution, θ, is set to 6, which corresponds to a 20% average price markup. The lower bound on the

policy rate,
¯
ı, is calibrated to 1.00035, which equals the average federal funds rate since 2008Q4.

The Frisch labor supply elasticity, 1/η, is set to 3, to match the macro estimate in Peterman (2016).

We use a random walk Metropolis-Hastings algorithm and a particle filter to evaluate the model

likelihood following Fernández-Villaverde and Rubio-Ramı́rez (2007). However, we follow Herbst

and Schorfheide (2016) and adapt the filter to include information from the current period, which

helps match outliers during the Great Recession. The filter uses 40,000 particles and systematic

resampling with replacement following Kitagawa (1996). We convert the predictions of the linear

models to levels, so we can apply the same filter to each model. Given the simulated paths, we

transform the predictions for real GDP growth, inflation, and the policy rate according to x̂
model
t =

[log(gtc̃t/c̃t−1), log(πt), log(it)]. One major difference from other filters is that the particle filter

requires measurement error (ME) to avoid degeneracy—a situation when all but a few particle

weights are near zero. Therefore, x̂datat = x̂
model
t + ξt, where ξ ∼ N(0,Σ) is a vector of MEs and

Σ = diag([σ2
me,ŷ, σ

2
me,π, σ

2
me,i]). The variance of each ME is set to 10% of the variance of the data

(table 1).2 We obtain 100,000 draws from the posterior distribution and keep every 100th draw.

The entire algorithm is programmed in Fortran using Open MPI and executed on a cluster. We

parallelize the nonlinear solution by distributing the nodes in the state space across the available

processors. To increase the accuracy of the filter, we calculate the posterior likelihood on each

processor and evaluate whether to accept or reject a candidate draw based on the median likelihood.

2MEs in the literature range from 10% to 25% of the variance of the data. As a robustness check, we also estimated

our models with the MEs set to 20% of the variance of the data, but that change had very little effect on our estimates.
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4 MODEL COMPARISON

This section evaluates the performance of the nonlinear, constrained linear, and unconstrained

linear models across a number of dimensions. Specifically, we show the posterior distributions, the

predicted observables and shocks, the impulse responses, a time series of the filter densities, the

posterior predictive distributions of three key moments, and the predicted duration of ZLB events.

Prior Posterior Mean (5%, 95%)

Parameter Dist Mean (SD) Nonlinear Constrained Linear Unconstrained Linear

1986Q1-2015Q4 1986Q1-2015Q4 1986Q1-2015Q4 1986Q1-2007Q4

ϕ Gam 80.000 96.4641 90.6111 89.7555 85.7303
(20.000) (65.7392, 130.3952) (59.9691, 124.0710) (60.0572, 124.9987) (56.2934, 119.4326)

h Beta 0.500 0.4633 0.4475 0.4385 0.4092
(0.200) (0.3358, 0.5860) (0.3082, 0.5810) (0.2980, 0.5683) (0.2448, 0.5648)

φπ Norm 2.500 4.0783 4.1238 3.7419 3.7858
(1.000) (3.3237, 4.8567) (3.3071, 5.0120) (3.0297, 4.5307) (2.9843, 4.7174)

φc Norm 1.000 1.4641 1.3749 1.2481 1.4701
(0.400) (1.1061, 1.8511) (1.0131, 1.7943) (0.9077, 1.6340) (1.0507, 1.9068)

ḡ Norm 1.004 1.0038 1.0037 1.0037 1.0045
(0.001) (1.0026, 1.0049) (1.0025, 1.0049) (1.0026, 1.0048) (1.0033, 1.0057)

π̄ Norm 1.006 1.0061 1.0061 1.0060 1.0061
(0.001) (1.0056, 1.0067) (1.0055, 1.0068) (1.0053, 1.0066) (1.0054, 1.0068)

ρg Beta 0.500 0.1950 0.2000 0.1918 0.1887
(0.200) (0.0575, 0.3778) (0.0633, 0.3760) (0.0514, 0.3717) (0.0528, 0.3789)

ρβ Beta 0.500 0.9029 0.9365 0.9293 0.8786
(0.200) (0.8688, 0.9290) (0.8956, 0.9708) (0.8884, 0.9649) (0.8174, 0.9302)

ρi Beta 0.500 0.8145 0.8358 0.8398 0.8194
(0.200) (0.7575, 0.8638) (0.7838, 0.8784) (0.7886, 0.8840) (0.7559, 0.8712)

σε IGam 0.010 0.0097 0.0094 0.0094 0.0094
(0.010) (0.0075, 0.0124) (0.0072, 0.0120) (0.0073, 0.0119) (0.0073, 0.0123)

συ IGam 0.010 0.0021 0.0021 0.0019 0.0021
(0.010) (0.0016, 0.0029) (0.0016, 0.0028) (0.0014, 0.0026) (0.0015, 0.0030)

σν IGam 0.010 0.0020 0.0019 0.0018 0.0019
(0.010) (0.0015, 0.0026) (0.0014, 0.0025) (0.0013, 0.0023) (0.0014, 0.0025)

log(ML) 1586.01 1586.25 1578.04 −

Table 2: Prior distributions, means, standard deviations, and credible sets of the estimated parameters.

4.1 POSTERIOR DISTRIBUTIONS The first three columns of table 2 show the estimated param-

eters and their prior distributions. Most of our priors are based on Gust et al. (2013), who estimate

a similar nonlinear model with a ZLB constraint. In many cases, our priors are also consistent with

those used in Justiniano et al. (2011). We decided to use diffuse priors for most parameters, since

ex-ante it was unclear how the nonlinear solution would affect the parameter estimates. Three ex-

ceptions are the priors for the standard deviations of the structural shocks, which are less diffuse

than in An and Schorfheide (2007) and Smets and Wouters (2007) because our constrained nonlin-

ear model generates more volatility than linear models that do not impose a ZLB constraint. The

priors for the steady state inflation and growth rates are based on their sample means in the data.

The next three columns compare the posterior means and 90% credible sets for our three mod-

els. The last column shows the posterior estimates for the unconstrained linear model using data up

to 2007Q4 to show how the ZLB period affects the posterior estimates. By comparing the estimates

from the unconstrained linear model in the two samples, it is easy to see that the ZLB made the

model dynamics more persistent. For example, the mean interest rate persistence increased from
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0.82 to 0.84, the degree of habit persistence increased from 0.41 to 0.44, and the discount factor

persistence increased form 0.88 to 0.93, but in every case the credible sets in the truncated sample

contain the mean parameter estimates in the full sample. Interestingly, most of the posterior means

for the nonlinear model are also well within the credible sets of both linear models, and there is

little difference in the extreme quantiles. One exception is the persistence of the discount factor.

The tail of the credible set in the nonlinear model does not include the posterior mean from either

of the linear models, which is important since it affects the frequency and duration of ZLB events.

The last row in table 2 reports the marginal data density, which is based on Geweke’s (1999)

harmonic mean estimator. The exponential of the difference between any two of the values is the

Bayes factor. The Bayes factor between the nonlinear and constrained linear models indicates that

neither model provides a superior empirical fit over the entire sample, although, as we will show,

there are meaningful differences in likelihoods during the ZLB period. These models, however, are

superior to the unconstrained linear model, which has a smaller likelihood over the entire sample.

Given the similarities in the posterior distributions, it might be tempting to estimate the con-

strained linear model, either on the entire sample or a subsample of the data that does not include

the ZLB period, and then solve and simulate a nonlinear version of the model conditional on the

mean parameter estimates [e.g., Christiano et al. (2015); Cuba-Borda (2014)]. While that approach

is much less computationally expensive and will likely provide a decent approximation in a small-

scale New Keynesian model, larger differences between the posterior means will arise in more

complicated models. For example, Gust et al. (2016) compare the posterior distributions from a

constrained linear and nonlinear version of a medium-scale model with capital. Consistent with

our results, they find many of the parameter estimates are similar across the two models, but there

are large differences in the persistence and SD of the marginal efficiency of investment as well as

important differences in the SDs of the other shocks and monetary policy parameters. Also, as we

show below, larger differences between the posterior means arise in a model with a banking sector.

4.2 FILTERED OBSERVABLES AND SHOCKS Despite similar posterior distributions, the particle

filter shows the three models fit the data differently and have competing explanations for how the

economy arrived and stayed at the ZLB. Figure 1 shows the percentage point differences between

the median filtered observables and the data. As a reference, we show the filtered observables and

shocks from the nonlinear model in the appendix (figures 10 and 11). The vertical line in 2008Q4

indicates when the federal funds rate first fell below 0.25%. Since the dynamics in each model are

very persistent, there is a tradeoff between matching the observables in 2008Q4 and future periods.

All three models overstate the level of real GDP growth and inflation in 2008Q4, but the nonlinear

model provides a closer fit to the data than the linear models. Both linear models overpredict the

policy rate in that quarter, while the nonlinear model underpredicts the rate. The nonlinear model

continues to better match real GDP growth and inflation until 2011Q1, although the differences

diminish over time. After 2011Q1, the paths implied by the nonlinear and constrained linear

models are similar. The nominal rate from the unconstrained linear model, however, consistently

misses the federal funds rate because it requires shocks to make the notional rate consistent with the

nominal rate in every quarter, which makes it much more difficult to match the other observables.

The models differ most in their predictions of the shocks during the ZLB period. Figure 2 plots

the median filtered shocks from the linear models minus the shocks from the nonlinear model.

The differences are shown relative to the posterior mean estimate of the shock SD in the nonlinear

model, so 2 means a linear model predicted a shock 2SDs larger than in the nonlinear model. In
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Figure 1: Median filtered observables minus the data in annual percentage points. The vertical dashed line is 2008Q4.
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Figure 2: Median filtered shocks in standard deviations from the nonlinear model. The vertical dashed line is 2008Q4.
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2008Q4, the differences are stark. Although the nonlinear and constrained linear models predict

similar discount factor shocks, the constrained linear model predicts that a larger negative technol-

ogy shock (−0.1SD) and a much larger monetary policy shock (+1.5SD) are necessary to explain

the data in 2008Q4. The reason for staying at the ZLB is also quite different. In 2009Q2, the

constrained linear model predicts a larger discount factor (+0.4SD) and monetary policy shock

(+0.8SD) than the nonlinear model. The unconstrained linear model predicts implausibly large

policy shocks from 2008Q4 to 2009Q4, but the discount factor shocks are also slightly different.

The differences in the filtered paths stem from the negative notional rate the nonlinear model

predicts from 2008Q4 to 2011Q1 (figure 10). During that period, the Fed could not lower its

policy rate even though it would have preferred to set the rate to −5.1% (−1.3% quarterly) in

2009Q3 because of the large contraction in real GDP growth and the negative inflation rate. In

the linear models, households believe the central bank will set a negative policy rate in a severe

recession regardless of whether the constraint is imposed in the particle filter, which means the

shocks produce different dynamics than in the nonlinear model. After 2011Q1, the nonlinear

model predicts a near-zero notional rate, so the filtered paths are similar across the two models.

Gust et al. (2016) estimate a similar path for the notional rate, despite the differences between our

nonlinear models. The key takeaway from the notional rate is that the Fed was only constrained for

two years, even though the federal funds rate remained below 0.25% until the end of our sample. If

the Fed was constrained for a longer period, the differences in the shocks would have been larger.

4.3 GENERALIZED IMPULSE RESPONSES Generalized impulse responses (GIRFs) help us un-

derstand why our models produce different results when the ZLB binds. To compute a GIRF, we

follow the procedure in Koop et al. (1996). We first calculate the mean of 10,000 simulations of

a given model, conditional on random shocks in every quarter. We then calculate a second mean

from another set of 10,000 simulations, but this time the shock in the first quarter is replaced with

the shock of interest. The GIRF reports the difference between the two mean paths in each model.

Figure 3 plots the responses to a 2SD positive technology (first column), monetary policy (mid-

dle column), and discount factor (last column) shock in each model. We initialize all simulations at

the filtered state corresponding to 2008Q4 in the nonlinear model but simulate each model with its

posterior mean parameters, which is the only source of the differences between the linear models.

A positive technology shock lowers the marginal cost of production, which generates a tradeoff

between output and inflation just like a typical supply shock. The responses of real GDP growth

and inflation are slightly stronger in the nonlinear model because there are no endogenous feedback

effects on the nominal interest rate when the ZLB binds, but the competing effects on real GDP

growth and inflation cause technology shocks to have a relatively small impact on the notional

rate compared to the other shocks. Therefore, the responses of real GDP growth and inflation are

similar across our three models. A positive monetary policy shock, however, directly affects the

notional rate. In the linear models, households do not internalize the ZLB, so the shock affects their

decisions even when the ZLB binds. In the nonlinear model, the shock only affects the economy if

it is large enough to push the nominal interest rate above its ZLB. Since the economy begins in a

deep recession and several simulations never exit the ZLB, the monetary policy shock has a much

smaller effect on real GDP growth and inflation in the nonlinear model than in the linear models.

A large discount factor indicates that households have a strong desire to save. Elevated savings

depresses demand, which reduces output, inflation, and the notional interest rate. In the nonlinear

model, any further reduction in expected inflation is offset by an equal increase in the real interest
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Figure 3: Generalized impulse responses to a 2 standard deviation positive shock in each model. The simulations are

initialized at the filtered state corresponding to 2008Q4 using the posterior mean of the nonlinear model. The vertical

axis is the annualized difference in the rate from the baseline simulation. The horizontal axis displays the time period.

rate since the nominal interest rate is constrained. The higher real rate raises the cost of current

consumption, which further lowers demand relative to the linear model such that the responses of

real GDP growth and inflation are more than twice as large. Both linear models must compensate

for the damped responses to discount factor shocks at the ZLB, which explains why the linear

models need a larger negative technology shock and a larger positive policy shock to explain the

data in 2008Q4 and both larger discount factor and larger policy shocks to explain the data in 2009.

4.4 FILTER DENSITIES The predicted notional rate and the volatility of real GDP growth and

inflation during the ZLB period affects each model’s ability to fit the data. One measure of the fit

is shown in figure 4, which plots a time series of the filter density in both linear models minus the

density in the nonlinear model. The linear model’s fit is poorest when the notional rate is negative

and declining since it endogenously generates much less volatility. For example, the differences

in 2008Q4 imply a Bayes factor of about 8. Eventually, both linear models fit the data marginally

better than the nonlinear model once the notional rate begins to rise in 2009Q3, which is likely

due to the negative notional rate creating persistent volatility in the nonlinear model well after the

effects of the crisis subsided. The higher likelihood coming from the linear models, however, is

not significant enough to generate a noticeable difference in how well the observables fit the data.
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Figure 4: Median filter density in each linear model minus the density in the nonlinear model.

4.5 POSTERIOR PREDICTIVE ANALYSIS Posterior predictive analysis provides another way to

identify the strengths and weaknesses of each model. We first compute moments of interest in

the data in two subsamples: the pre-ZLB period (1986Q1-2008Q3) and the ZLB period (2008Q4-

2011Q1), which is the period when the notional rate was negative and the Fed was constrained

(figure 10).3 We then compute their posterior predictive distributions in each model following the

methods in Geweke (2005) and Faust and Gupta (2012). For a given model, we conduct 10,000
simulations for each draw from the posterior distribution. We initialize the simulations in the pre-

ZLB period with a state vector drawn from the model’s ergodic distribution. Each simulation has

the same length as the data, and we condition on periods when the ZLB does not bind. To compute

the distributions in the ZLB sample, we initialize each simulation at the filtered state corresponding

to 2008Q4. We then condition on simulations with a minimum ZLB event of 8 quarters. We chose

that value because it produces a median ZLB duration of 10 quarters, which is the same number of

quarters in our ZLB sample. Given the simulated paths, we calculate time averages of the statistics

of interest in each sample and then compute the means and quantiles across the simulations, so the

distributions account for the uncertainty surrounding both the shocks and the parameter estimates.

Table 3 shows the median and 90% credible sets for the mean, SD, and skewness of real GDP

growth and inflation in the pre-ZLB and ZLB periods of each model. Unsurprisingly, the three

models produce similar distributions in the pre-ZLB period. The distributions of the means and

SDs are wide but the median values are near the values in the data. The skewness in the pre-ZLB

period, however, is unlikely to occur in our models. In the data, real GDP growth is negatively

skewed and inflation is positively skewed, but the median skewness is near zero in the three models.

In the ZLB period, mean real GDP growth and inflation are lower, the SD of real GDP growth is

higher, the SD of inflation is about the same, and both real GDP growth and inflation are negatively

skewed. The nonlinear model better matches those features than the linear models in several ways.

First, average real GDP growth is much lower than its value in the pre-ZLB period, whereas it

is only slightly lower in the linear models. Second, real GDP growth is far more volatile than in

the pre-ZLB period. In contrast, neither of the linear models predict much change in volatility.

Third, real GDP growth and inflation are negatively skewed, while the linear models generate very

little skewness. Overall, the values in the data are close to the median estimates from our nonlinear

model, whereas the data is often in the tails or outside of the 90% credible sets in the linear models.

3Alternatively, we could define the ZLB period from 2008Q4-2015Q4. In that case, the moments in the model and

the data are less volatile and less negatively skewed, but the qualitative differences between the models are the same.
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Mean SD Skewness

Real GDP Growth Pre-ZLB ZLB Pre-ZLB ZLB Pre-ZLB ZLB

Data 1.75 −0.75 2.21 3.96 −0.41 −1.35
Nonlinear 1.56 0.02 2.44 4.60 0.08 −0.71

(0.70, 2.43) (−2.10, 2.04) (1.99, 2.98) (3.25, 6.43) (−0.32, 0.49) (−1.77, 0.29)

Constrained Linear 1.50 1.02 2.54 2.55 0.04 −0.19
(0.62, 2.39) (−1.08, 3.04) (2.09, 3.07) (1.54, 3.83) (−0.36, 0.45) (−1.43, 0.87)

Unconstrained Linear 1.51 1.07 2.54 2.45 0.04 −0.10
(0.65, 2.36) (−1.01, 3.12) (2.10, 3.05) (1.48, 3.62) (−0.35, 0.44) (−1.17, 0.96)

Inflation Rate Pre-ZLB ZLB Pre-ZLB ZLB Pre-ZLB ZLB

Data 2.43 1.09 0.91 0.90 0.56 −0.96
Nonlinear 2.49 0.96 0.94 1.14 0.00 −0.08

(2.02, 2.96) (−0.24, 2.02) (0.72, 1.20) (0.57, 2.05) (−0.49, 0.50) (−1.13, 0.99)

Constrained Linear 2.54 1.21 1.03 0.80 0.02 0.09
(1.95, 3.18) (0.34, 2.11) (0.79, 1.33) (0.43, 1.24) (−0.47, 0.52) (−0.91, 1.10)

Unconstrained Linear 2.44 1.11 1.02 0.79 0.02 0.09
(1.88, 3.03) (0.21, 2.04) (0.78, 1.31) (0.42, 1.25) (−0.47, 0.52) (−0.93, 1.12)

Table 3: Comparison between various moments of interest in the data and their posterior predictive distributions in

each model. The values shown in parentheses are (5%, 95%) credible sets. All of the values are annualized net rates.

Figure 5 plots the posterior predictive distribution of ZLB event durations. The unconditional

durations (top panel) are similar across the three models. The most frequent ZLB event is only one

quarter and the average duration ranges from 3.2 quarters in the nonlinear model to 4.6 quarters

in the constrained linear model. The higher mean and slightly higher likelihood of a lengthy ZLB

event in the linear model is mostly due to the higher estimated persistence of the discount factor.

The durations conditional on the filtered state in 2008Q4 (bottom panel), however, are significantly

different. In both linear models, the most frequent ZLB event remains one quarter, whereas the

most common ZLB event duration in the nonlinear model is between 3 and 4 quarters. Also, the

average duration in the nonlinear model increases to 5.9 quarters and lengthy ZLB events become

more common than in the linear models, despite the differences in the discount factor persistence.

The durations implied by the nonlinear model are far more consistent with survey data. For

example, in the January 2009 Blue Chip survey of financial forecasters, 59% of the forecasters

predicted the federal funds rate would exceed 0.25% after 3 or 4 quarters (26% predicted 3 quarters

and 33% predicted 4), but only 9% predicted that it would exceed 0.25% in 2 or fewer quarters.

In the nonlinear model, 41.2% of ZLB events are six or more quarters, whereas 26% of survey

respondents thought the federal funds rate would remain below 0.25% for six or more quarters.

Evidently, most forecasters expected the Fed to maintain its zero interest rate policy for longer than

a couple quarters but not an extended period of time, despite the severity of the Great Recession.

Another important determinant of the dynamics in each model is the frequency of ZLB events.

A lower (higher) frequency means households place a smaller (larger) weight on the ZLB in ex-

pectation, so the more volatile dynamics at the ZLB have a smaller (larger) impact on households’

decisions at and away from the ZLB. Unfortunately, there is no reliable measure of this statistic

in the data. The data contains one ZLB event that lasted for 27, or 23%, of the 120 quarters in

our sample. With a longer sample, the frequency would decline in the data, but the model-implied

distributions would likely remain unchanged. Survey data is unreliable because of how quickly the

Fed cut its policy rate. Therefore, there is no clear way to determine the frequency of ZLB events.
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Figure 5: Distribution of ZLB events in each model. The vertical dashed line represents the expected ZLB duration.

5 NONLINEAR VS. QUASI-LINEAR MODEL

We focus on how the nonlinear model compares with the linear models because the nonlinear pro-

vides the most accurate predictions of the dynamics at the ZLB and linear models are commonly

used for policy analysis and forecasting. One alternative is to solve a quasi-linear version of the

nonlinear model using the OccBin toolbox developed by Guerrieri and Iacoviello (2015). To ac-

count for the ZLB constraint, they break the problem into two regimes, one where the constraint

binds and one where it is slack, and then use backward induction from the last period the ZLB

binds to solve the model. For example, if the ZLB binds in the current period, an initial conjecture

is made for how many quarters the economy will remain at the ZLB. Starting far enough in the fu-

ture, the algorithm uses the decision rules for when the ZLB does not bind and iterates backward to

the current period. The algorithm switches to the decision rules corresponding to the ZLB regime

when the simulated interest rate indicates that the ZLB binds. The simulation implies a new guess

for the ZLB duration. The algorithm continues iterating until the ZLB duration matches the guess.

The key assumption of OccBin is that households do not account for the possibility that the con-

straint may bind in the future when it does not bind in the current period. That means households’

decisions away from the ZLB are unaffected by their decisions at the ZLB. Two potentially impor-

tant implications stem from this assumption. First, households ignore the effects of the constraint

in states of the economy where the ZLB is likely to bind in the near future. Second, the ZLB has

a smaller impact on households’ decisions when it binds because it has a lower frequency. In the

nonlinear model, households form expectations over the entire distribution of shocks at and away

from the ZLB. The question is whether the differences in the solutions are empirically significant.

Figure 6 shows generalized impulse responses to a discount factor shock in the nonlinear model

(solid line) and the quasi-linear model (dashed line). Those responses are initialized at the median
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Figure 6: Generalized impulse responses to a 2 standard deviation positive discount factor shock. The simulations are

initialized at the filtered state corresponding to 2008Q4 using the posterior mean of the nonlinear model. The vertical

axis is the annualized difference in the rate from the baseline simulation. The horizontal axis displays the time period.

filtered state corresponding to 2008Q4 from the nonlinear model. The quasi-linear model does a

better job matching the dynamics of the nonlinear model than the linear model. For example, the

responses to a technology shock are similar and the differences in the responses to both a monetary

policy and discount factor shock are much smaller. However, there is still a key difference—the

quasi-linear model does not produce as much volatility when the ZLB binds as the nonlinear model.

In response to a 2SD positive discount factor shock in the quasi-linear model, real GDP growth

declines by about 4.1% and inflation falls by roughly 1.4%. In the nonlinear model, those rates

fall 17% and 31% more, even though we use the same parameters. Similar differences occur when

we initialize at the filtered states in 2009 or 2010. The differences in the responses mean that the

quasi-linear model must explain the data with larger and different shocks than the nonlinear model.

Figure 7 shows the median filtered shocks in the quasi-linear model minus the shocks in the

nonlinear model. The data is filtered conditional on the posterior mean parameters from the nonlin-

ear model and the shocks are normalized by their posterior mean SDs. In 2008Q4, the quasi-linear

model still requires a larger discount factor (+0.4SD) and monetary policy (+0.2SD) shock to

explain the data, and throughout 2009, it predicts larger discount factor shocks just like the linear

models. However, these predictions are much closer to the nonlinear model than the predictions

from the linear models because the quasi-linear model endogenously generates far more volatility.

The advantage of using the quasi-linear model over the nonlinear model is that it is quicker to

solve. For example, with 64 processors it takes 1-2 seconds to solve the nonlinear model with our

policy function iteration algorithm, whereas it takes a fraction of a second to solve the quasi-linear

model with OccBin. Furthermore, the nonlinear solution time increases exponentially with the size

of the model, whereas the size of the model has little effect on the solution time in the quasi-linear

model. Unfortunately, the quasi-linear model is costly to filter, because OccBin requires a long

enough simulation to return to the regime where the ZLB does not bind in order to filter each

period in the sample. For example, it takes about 3-4 seconds to run the particle filter given the

nonlinear solution and at least 30 seconds to filter the quasi-linear model. Therefore, a simulation-

based filter, such as the particle filter, is a very costly way to estimate the quasi-linear model since
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Figure 7: Median filtered shocks in standard deviations from the nonlinear model. The vertical dashed line is 2008Q4.

Linear Unconstrained Model Posterior Mean (5%, 95%)

Parameter Particle Kalman ME Kalman No ME Fair & Taylor

ϕ 89.7555 88.3296 79.6385 115.2703
(60.0572, 124.9987) (58.9214, 122.5571) (52.7309, 110.7193) (81.4358, 157.3756)

h 0.4385 0.4306 0.4364 0.5484
(0.2980, 0.5683) (0.2931, 0.5647) (0.3177, 0.5547) (0.4327, 0.6554)

φπ 3.7419 3.7307 3.7518 1.9912
(3.0297, 4.5307) (3.0144, 4.5420) (3.0751, 4.5211) (1.7976, 2.2152)

φc 1.2481 1.2515 1.3563 0.7306
(0.9077, 1.6340) (0.8859, 1.6486) (1.0098, 1.7333) (0.5165, 0.9430)

ρg 0.1918 0.1940 0.1238 0.2225
(0.0514, 0.3717) (0.0569, 0.3859) (0.0377, 0.2578) (0.0624, 0.4336)

ρβ 0.9293 0.9324 0.9472 0.9746
(0.8884, 0.9649) (0.8952, 0.9665) (0.9158, 0.9735) (0.9604, 0.9862)

ρi 0.8398 0.8412 0.8944 0.8514
(0.7886, 0.8840) (0.7904, 0.8830) (0.8712, 0.9164) (0.8235, 0.8775)

σε 0.0094 0.0093 0.0112 0.0136
(0.0073, 0.0119) (0.0072, 0.0118) (0.0091, 0.0136) (0.0102, 0.0171)

συ 0.0019 0.0019 0.0016 0.0011
(0.0014, 0.0026) (0.0014, 0.0024) (0.0012, 0.0021) (0.0009, 0.0013)

σν 0.0018 0.0017 0.0012 0.0012
(0.0013, 0.0023) (0.0013, 0.0023) (0.0011, 0.0014) (0.0011, 0.0014)

Table 4: Prior distributions, means, standard deviations, and credible sets of the estimated parameters.
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a large number of simulations are necessary to get a good approximation of the model’s likelihood.

To speed up the filter, Guerrieri and Iacoviello (2016) follow Fair and Taylor (1983) and use

a deterministic filter that requires only one simulation, rather than a simulation for each particle.

Specifically, the filter solves for the shocks that minimize the distance between the observables

and the model predictions each period. To test the performance of the deterministic filter, we

use the unconstrained linear model because we can use the estimates from the Kalman filter as

a benchmark. Table 4 shows the posterior means and credible sets based on the particle filter,

the Kalman filter with and without ME, and the Fair and Taylor filter. Typically, the ME is set

to zero when using the Kalman filter, but that makes it difficult to assess the performance of the

particle filer, which requires ME to avoid degeneracy. When the particle filter and Kalman filter

have the same ME variance, the posterior means and credible sets are similar (columns 1 and

2). When there is no ME, the Kalman filter produces different posterior means (column 3), but the

credible sets almost always include the mean parameter estimates from the particle filter. Moreover,

those differences would decline if we estimated the model with more particles and a smaller ME

variance. When we apply the deterministic filter, the differences are more significant (column 4).

The posterior means are outside the credible sets from the Kalman filter for most parameters, which

means the deterministic filter is too inaccurate to estimate the quasi-linear model using OccBin.

6 EXTENDED MODEL

This section extends our model to show whether the ZLB constraint is more important when the

model includes additional states and shocks. The model is based on Cúrdia and Woodford (2010).

It includes two types of households, lenders and borrowers, that differ in their preferences and a

perfectly competitive bank that intermediates loans. The production sector and the monetary policy

rule are identical to the baseline model. We chose this model specification because it allows for

shocks to the interest rate spread when the ZLB binds, which is an important feature of the data.

6.1 HOUSEHOLDS There is a continuum of households, of which a fraction µ are lending

households and a fraction 1 − µ are borrowing households. Both households have the same pref-

erences as the baseline model, except borrowing households have a lower discount factor (i.e.,

βbh,t = β̄bh− β̄lh+βlh,t) and we removed habit formation to keep the model numerically tractable.

Lending households (lh), choose {clh,t, nlh,t, dt}
∞

t=0 to maximize expected utility subject to

clh,t + dt = wtnlh,t + idt−1dt−1/πt + (divbt + divft )/µ,

where d is the real value of a nominal bank deposit that pays interest id and divb and divf are real

dividends from banks and intermediate firms that are equally distributed across the µ households.

Borrowing households (bh) choose {cbh,t, nbh,t, ℓt}
∞

t=0 to maximize expected utility subject to

cbh,t + iℓt−1ℓt−1/πt = wtnbh,t + ℓt + ψtLt/(1− µ),

where ℓ is the real value of a nominal bank loan issued at rate iℓ and ψL is the real value of unpaid

loans, which is treated as a lump-sum transfer and equally distributed across the 1−µ households.

6.2 BANKS The banking sector is perfectly competitive, but banks face a real and financial cost

to issuing loans following Cúrdia and Woodford (2010). The real cost is Γ(L) = γ1z(L/z)
γ0 ,

which grows at the rate of technology and is a convex function of detrended loans. The financial
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cost, ψL, is due to the real value of unpaid loans, which is a proxy for credit risk. Banks know

some loans will not be repaid and account for them in their decisions, so real bank dividends equal

divbt = (iℓt−1Lt−1 − idt−1Dt−1)/πt + (Dt − Lt)− (Γ(Lt) + ψtLt).

Each bank chooses its loans, Lt, to maximize the expected discounted value of future dividends,

E0

∑
∞

t=0 β̃lh(clh,0/clh,t)div
b
t , subject to its balance sheet,Dt=Lt. The optimality condition implies

iℓt = idt (1 + st), (9)

where s ≡ γ0γ1(L/z)
γ0−1 + ψ is the interest rate spread. The fraction of unpaid loans, ψ, follows

ln(ψt) = (1− ρψ) ln(ψ̄) + ρψ ln(ψt−1) + σξξt, 0 ≤ ρψ < 1, ξ ∼ N(0, 1), (10)

where ψ̄ is the fraction of unpaid loans along the balanced growth path. Shocks to ψ directly affect

the interest rate spread, so they can account for exogenous factors that influenced the spread during

the financial crisis (e.g., the collapse of Lehman Brothers) and the various forms of unconventional

monetary policy that were used to put downward pressure on the spread (e.g., quantitative easing).

6.3 COMPETITIVE EQUILIBRIUM Total deposits and loans are Dt = µdt and Lt = (1 − µ)ℓt.
Aggregate consumption and labor are ct = µclh,t + (1 − µ)cbh,t and nt = µnlh,t + (1 − µ)nbh,t.
The aggregate resource constraint is given by ct = yt − adjt − Γ(Lt). The detrended equilibrium

system includes the ZLB constraint, the bank’s optimality condition, the stochastic processes, and

w̃t = χjn
η
j,tc̃j,t, j ∈ {lh, bh}, (11)

1 = iktEt[βj,t+1(c̃j,t/c̃j,t+1)(1/(gt+1π̄π̂t+1))], (j, k) ∈ {(lh, d), (bh, ℓ)}, (12)

ỹt = µnlh,t + (1− µ)nbh,t, (13)

ϕ(π̂t − 1)π̂t = (1− θ) + θw̃t + ϕEt[βlh,t+1(c̃lh,t/c̃lh,t+1)(π̂t+1 − 1)π̂t+1(ỹt+1/ỹt)], (14)

c̃bh,t + iℓt−1ℓ̃t−1/(gtπt) = w̃tnbh,t + (1 + ψt)ℓ̃t, (15)

c̃t = µc̃lh,t + (1− µ)c̃bh,t, (16)

c̃t = [1− ϕ(πt/π̄ − 1)2/2]ỹt − γ1[(1− µ)ℓ̃t]
γ0 , (17)

idnt = (idnt−1)
ρid (̄id(πt/π̄)

φπ(gtc̃t/(ḡc̃t−1))
φc)1−ρid exp(νt). (18)

A competitive equilibrium includes sequences of quantities, {c̃t, c̃lh,t, c̃bh,t, nlh,t, nbh,t, ℓ̃t, ỹt}
∞

t=0,

prices, {wt, i
d
t , i

dn
t , i

ℓ
t, π̂t}

∞

t=0, and exogenous variables, {βlh,t, βbh,t, gt, ψt}
∞

t=0, that satisfy the de-

trended system, given the state, {c−1, i
dn
−1, i−1ℓ̃−1, β0, g0, ν0, ψ0}, and the shocks, {εt, υt, νt, ψt}

∞

t=1.

6.4 ESTIMATION We estimate the extended model using the same procedure as the baseline

model, except we add the spread between the Baa corporate bond yield and the 10-year treasury

yield as a fourth observable. We chose that spread because it is a common proxy for credit risk. In

addition to the five calibrated parameters in the baseline model, we assume both types of house-

holds supply the same amount of labor along the balanced growth path. We also set the balanced

growth loan-to-income ratio equal to 3.35, which equals the ratio of private (households, nonprofit

organizations, and nonfinancial businesses liabilities, excluding mortgages) debt to nominal GDP.
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Prior Posterior Mean (5%, 95%)

Parameter Dist Mean (SD) Nonlinear Constrained Linear Unconstrained Linear

1986Q1-2015Q4 1986Q1-2015Q4 1986Q1-2015Q4 1986Q1-2007Q4

ϕ Gam 80.000 77.8168 70.4535 71.4978 73.2249
(20.000) (53.3980, 106.4535) (47.4116, 99.0766) (46.1128, 104.3607) (47.0391, 103.5631)

φπ Norm 3.000 3.8023 3.8688 3.6316 3.7372
(0.750) (3.1624, 4.5077) (3.1698, 4.6181) (2.9920, 4.2809) (3.0469, 4.4864)

φc Norm 1.000 1.7945 1.6669 1.5724 1.7783
(0.400) (1.4141, 2.1794) (1.3365, 2.0454) (1.2496, 1.9276) (1.4003, 2.1648)

ḡ Norm 1.004 1.0039 1.0037 1.0037 1.0045
(0.001) (1.0029, 1.0049) (1.0027, 1.0047) (1.0027, 1.0046) (1.0034, 1.0056)

π̄ Norm 1.006 1.0062 1.0061 1.0059 1.0060
(0.001) (1.0055, 1.0067) (1.0055, 1.0067) (1.0053, 1.0065) (1.0053, 1.0067)

ψ̄ Gam 0.006 0.0043 0.0043 0.0043 0.0037
(0.002) (0.0029, 0.0055) (0.0027, 0.0058) (0.0026, 0.0058) (0.0024, 0.0049)

s̄ Gam 0.008 0.0057 0.0060 0.0060 0.0053
(0.002) (0.0053, 0.0063) (0.0054, 0.0067) (0.0054, 0.0066) (0.0048, 0.0057)

γ0 Gam 15.000 13.8545 16.6701 16.6482 16.4334
(5.000) (7.2758, 21.2167) (9.0894, 23.8309) (9.2999, 24.5200) (9.5958, 23.8467)

µ Beta 0.500 0.3050 0.3545 0.3717 0.3587
(0.200) (0.1257, 0.5142) (0.1352, 0.6267) (0.1491, 0.6544) (0.1266, 0.6822)

ρg Beta 0.500 0.2151 0.2111 0.1949 0.1884
(0.200) (0.0669, 0.4217) (0.0618, 0.4057) (0.0599, 0.3827) (0.0595, 0.3504)

ρβ Beta 0.500 0.9078 0.9482 0.9432 0.9006
(0.200) (0.8766, 0.9316) (0.9142, 0.9764) (0.9076, 0.9734) (0.8455, 0.9495)

ρid Beta 0.500 0.7717 0.7953 0.8017 0.7762
(0.200) (0.6973, 0.8294) (0.7378, 0.8463) (0.7398, 0.8543) (0.6955, 0.8394)

ρψ Beta 0.500 0.9167 0.9273 0.9181 0.9110
(0.200) (0.8682, 0.9535) (0.8622, 0.9735) (0.8489, 0.9720) (0.8359, 0.9661)

σε IGam 0.010 0.0067 0.0067 0.0067 0.0067
(0.010) (0.0053, 0.0082) (0.0054, 0.0081) (0.0053, 0.0081) (0.0055, 0.0082)

συ IGam 0.010 0.0016 0.0016 0.0014 0.0016
(0.010) (0.0012, 0.0020) (0.0013, 0.0020) (0.0011, 0.0017) (0.0012, 0.0020)

σν IGam 0.010 0.0022 0.0020 0.0020 0.0022
(0.010) (0.0015, 0.0030) (0.0015, 0.0027) (0.0015, 0.0028) (0.0016, 0.0030)

σξ IGam 0.100 0.1421 0.1794 0.1826 0.1193
(0.100) (0.1090, 0.1860) (0.1194, 0.2623) (0.1217, 0.2853) (0.0825, 0.1791)

log(ML) 2263.30 2245.68 2237.84

Table 5: Prior distributions, means, standard deviations, and credible sets of the estimated parameters.

6.5 MODEL COMPARISON Table 5 reports the posterior parameter estimates for the extended

model, including the values for the unconstrained linear model based on data up to 2007Q4. Once

again, the ZLB period increases the persistence of the model dynamics. Also, most of the estimates

are similar across the three models. However, there are two exceptions. One, the SD of the spread

shock, σξ , is much smaller in the nonlinear model than the linear models. The spread is hard for

the model to match because it is heavily skewed. In our sample, the spread never fell below 1.25%
and the average was only 2.33% annually, but during the financial crisis it peaked at 5.58%. In the

nonlinear model, the spread has a log normal distribution, which has a long right tail and captures

the asymmetry in the data much better than the normal distribution in the linear models. Therefore,

the nonlinear model does not need as large of shocks to explain the changes in the spread. Second,

the persistence of discount factor, ρβ , is smaller in the nonlinear model than the linear models by a

wider margin than in the baseline model. We also find the marginal data density for the nonlinear

model is much higher than in both linear models, in contrast with the baseline model. The linear
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models do not endogenously generate enough volatility to match the declines in real GDP growth

and inflation while also matching the increase in the spread that occurred during the ZLB period.

Figure 8 shows generalized impulse responses to each shock in the nonlinear, constrained lin-

ear, unconstrained linear, and quasi-linear model. The responses are initialized at the median

filtered state corresponding to 2008Q4 from the nonlinear model. Relative to the baseline model,

there are even larger differences between the nonlinear and linear models in response to a discount

factor shock. The responses to discount factor shocks in the quasi-linear model are closer to the

nonlinear model, but they still generate far less volatility. The differences are equally well pro-

nounced for the spread shocks, which are log-normally distributed in the nonlinear model. Neither

the linear or quasi-linear models can account for asymmetric shock distributions. The differences

in these responses indicate that the models will predict very different shocks when the ZLB binds.
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Figure 8: Generalized impulse responses to a 2 standard deviation positive shock in each model. The simulations are

initialized at the filtered state corresponding to 2008Q4 using the posterior mean of the nonlinear model. The vertical

axis is the annualized difference in the rate from the baseline simulation. The horizontal axis displays the time period.

In the appendix, figures 11 and 13 plot the median filtered shocks from the baseline and ex-

tended nonlinear models relative to the posterior mean SD. The baseline model requires a 3.5SD

positive shock to the discount factor to explain the data in 2008Q4. The extended model, however,

only requires a 2.5SD shock because a large positive spread shock helps explain the sharp contrac-

tion in economy activity. Figure 9 compares the shocks predicted by the extended nonlinear model

to those from the linear models. The differences are even larger than we reported for the baseline

model. For example, in 2008Q4 the constrained linear model predicts a monetary policy shock that

is 1.8SDs larger than the extended nonlinear model, whereas in the baseline model the monetary

policy shock was only 1.3SDs larger than the nonlinear model. Furthermore, those differences

persist until 2010. In addition to the larger monetary policy shocks, the linear models also predict

larger discount factor and spread shocks at the start of the ZLB period. These results indicate that

the differences between the linear and nonlinear models increase with the complexity of the model.

Figure 9 also shows the filtered shocks from the quasi-linear model, which are conditional on

the mean parameter estimates from the nonlinear model and do not include parameter uncertainty.
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Figure 9: Median filtered shocks in standard deviations from the nonlinear model. The vertical dashed line is 2008Q4.

Those estimates demonstrate that the spread, monetary policy, and technology shocks from the

quasi-linear model are closer to the nonlinear model than the linear models. However, the quasi-

linear model still predicts larger monetary policy and spread shocks than the nonlinear model when

the Fed is constrained and an even larger discount factor shock in 2008Q4 than the linear models.

The differences of each shock from the nonlinear model are also larger than in the baseline model.

7 CONCLUSION

This paper analyzes the importance of including the ZLB constraint in households’ expectations.

To conduct our analysis, we perform several exercises. First, we compare the posterior distributions

based on three models that differ in their treatment of the constraint: (1) a nonlinear model that has

an occassionally binding ZLB constraint; (2) a constrained linear model that imposes the constraint

in the filter but not the solution; and (3) an unconstrained linear model that never imposes the ZLB.

We find that our models generate similar posterior distributions when estimated with U.S. data

that includes the ZLB period. However, the models provide different explanations for why the

U.S. economy arrived and stayed at the ZLB. The nonlinear model primarily attributes the ZLB to

a reduction in household demand due to discount factor shocks, while the linear model incorrectly

predicts that positive monetary policy shocks are needed to explain the data in the ZLB period.

When we extend the model to include additional states, shocks, and observables by adding a bank-
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ing sector, the differences between the linear and nonlinear models become even more significant.

We then compare the predictions from our nonlinear model to the quasi-linear model using Oc-

cBin. The dynamics in the quasi-linear model are closer to those in the nonlinear model than the

linear model, but there is still less endogenous volatility when the ZLB binds. As a consequence,

the quasi-linear model predicts different shocks than the nonlinear model when the Fed is con-

strained. The quasi-linear model is also not as conducive to estimation because the particle filter,

which relies on several model simulations, is too slow and the Fair and Taylor filter is inaccurate.

Our results show there are meaningful differences in the predictions from linear, quasi-linear,

and nonlinear models when the Fed is constrained. It stands to reason that larger differences in

the parameters and model predictions would occur in models that include other important nonlin-

earities, such as irreversible investment, borrowing constraints, and stochastic volatility. Future

research is needed to further identify those differences and determine their policy implications.
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Figure 10: Annualized paths of the observables and their median filtered series from the baseline nonlinear model.
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Figure 11: Median filtered shocks in the baseline nonlinear model relative to their posterior mean standard deviation.
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Figure 12: Annualized paths of the observables and their median filtered series from the extended nonlinear model.
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Figure 13: Median filtered shocks in the extended nonlinear model relative to their posterior mean standard deviation.
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